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Abstract

Several approaches have previously been taken for idegifjocument image skew. At
issue are efficiency, accuracy, and robustness. We worgtlyingith the image, maximizing a
function of the number of ON pixels in a scanline. Image iotats simulated by either verti-
cal shear or accumulation of pixel counts along sloped liRésel sum differences on adjacent
scanlines reduce isotropic background noise from nonfgibns. To find the skew angle,
a succession of values of this function are found. Angleschosen hierarchically, typically
with both a coarse sweep and a fine angular bifurcation. Tease efficiency, measurements
are made on subsampled images that have been pre-filteredxinire sensitivity to im-
age skew. Results are given for a large set of images, ingudiultiple and unaligned text
columns, graphics and large area halftones. The measuratsio angular error is inversely
proportional to the number of sampling points on a scanline.

This method does not indicate when text is upside-down, tada requires sampling the
function at 90 degrees of rotation to measure text skew iddespe mode. However, such
text orientation can be determined (as one of four dires)idny noting that roman characters
in all languages have many more ascenders than descendenssing morphological opera-
tions to identify such pixels. Only a small amount of textégjuired for accurate statistical
determination of orientation, and images without text demtified as such.
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1 Introduction

The lines of text within images of scanned documents canllydua brought into nearly upright
orientation with a rotation of a multiple of 90 degrees. Timisltiple describes therientationof

the image. If the required rotation is O or 180 degrees, ttegenis inportrait mode; if 90 or 270
degrees it is ilandscapemode. After such rotation, the textlines (if they exist) albphave a
small amount okkew typically less thant5 degrees, with respect to the raster lines. If the skew
is small, it is possible to treat the problems of orientatioid skew determination separately, and
that is the approach taken here.



1.1 Why is skew and orientation determination important?

There are a variety of circumstances in which it is usefuliednine the text skew and orientation:

e Improves text recognitionMany systems will fail if presented with text oriented sicgsis
or upside-down. Performance of recognition systems algcades if the skew is more than
a few degrees.

e Simplifies interpretation of page layout.is easier to identify textlines and text columns if
the image skew is known or the image is deskewed.

¢ Improves baseline determinatioihe textline baselines can be found more robustly if the
skew angle is accurately known[7].

¢ Improves visual appearancémages can be displayed or printed after rotation to remove
skew. Multiple page document images can also be orientesistently, regardless of scan
orientation or the design of duplex scanners.

1.2 What are the criteria for a good system?

Various applications have different requirements for skext orientation determination. Yet we
can set down some performance criteria that will satisfytrapplications.

For skew measurement, the operations should be fast, widmautation time relatively inde-
pendent of image content. They should be accurate, with sistent error less than 0.1 degree to
satisfy all applications. The method should not requirareagation of the image to isolate text
lines. The measurement should not be degraded by halftonme®st graphics (though one can
always construct pathological cases). For images withipielcolumns, the measurement should
be independent of textline alignment between columns. Kee san be determined either locally
or globally. And along with an estimate of skew, the methoodusth produce either a confidence
measure or an estimate of probable error.

For orientation determination, the computation time stidag independent of image content.
The operations should not require image segmentation. paetons should also be sufficiently
fast that they can be used routinely before character reétognThe presence of a small amount
of skew must not affect the result. The method should havieesirft sensitivity that only a small
amount of text is required. A confidence value should be netito differentiate between results
that are expected to be accurate and those where the meilwdrfd another method, such as
character recognition, is required to find the orientation.

1.3 Previous work on skew determination

In 1987, Baird[1] suggested using bounding boxes of comtkecomponents to estimate image
skew. The coordinates of a token point, on the bottom ceriteownding box, were selected, and
a functionS,,..,s Of skew angle was computed from these coordinates. Spdigifitee function
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Stokens(#) is the sum of squares of the number of such points computed) @set of lines with
angled to the raster direction. Baird simulated a vertical sheatherset of points and performed
the sums over points with the same y-coordinate. Aside frararstant (independent 6§, the
function S,k IS thevarianceof the number of tokens on a line, as a function of the anglés Th
variance should be a maximum in the direction where the ®kaneach textline tend to fall near
the same line.

In 1988, Postl[9] described a method for determining skeat tlontains the basic method we
use. Straight lines of the image are traversed at a set oésunglative to the raster direction, and
a functionS;(0) is computed that has a maximum when the scan direétisralong the textlines.
Unlike Baird, who computes tokens from connected compandpostl usegvery pixel in the
image The functionS;s is similar to Baird’s function. An anglé is chosen and pixel sums are
found along lines in the image at this angle. Instead of sggdine sum of tokens, Postl squares the
difference between sums of ON pixels on adjacent lines, laaduinctionS; is found by summing
over all lines. It can be seen that Postl’s functiyd) is, aside from a constant, just the variance
in thedifferencebetween pixel sums on adjacent lines at arfigle

More recently, Chen and Haralick[6] used a more involvednoétthat started with threshold
reduction[2], applied recursive morphological closingsl @penings to close up textlines and re-
move ascenders and descenders, determined connectedreantgdit the best line to the points
in each set of connected components, and estimated a glkdaltsy discarding outlier lines
and averaging the remaining ones. When run on a large databhe skew error reported was
greater than 0.3 degrees on about 10 percent of the imagke UW English Document Image
Databasé¢s].

1.4 Plan of the paper

In the next two sections we describe an image-based appfoaatiaining the skew measurement
functionality specified above, and give results when thighoe is used on a representative set of
document images. Following that, we describe a method fiaroening text orientation and give
its performance on the same image database. Results aressineniat the end.

2 Image-based method for skew measurement

Our approach, like Postl's, computes pixel sums from theggnaHowever, it differs in several
ways that improve the speed, accuracy and robustness[Spétifically, we use special subsam-
pling to strengthen the “signal” and reduce later compatatiTo get pixel sums, the image can
either be scanned along sloped lines, or vertically sheaneldscanned on horizontal lines. Dif-
ferent search strategies, such as linear sweep and bifurcaan be used to find the maximum
of the skew function(s). These can be used hierarchicalbifigrent reduction levels, both for
efficiency and to avoid missing sharp peaks on the coarsetsaad to most accurately measure
the primary peak on the fine search. It is also important teigdeoa figure of merit for every skew
measurement that is made.



2.1 Subsampling the full resolution image

The time to perform the computation varies directly with thenber of pixels in the image. A
reduction by 2x in each direction decreases the time by arfaté. Thus, there is a significant in-
centive to perform the calculation at the greatest possdalaction. As we will see, a reduction in
image size, particularly in the width, also increases therelmage reduction can be performed by
subsampling, but results are better if subsampling is e by filtering to reduce the random-
ness in the result by maintaining some of the structure thiatseat higher resolution. We have
found two different types of filters that give similar resultThe first is the threshold reduction
operation[2], that is implemented as a cascade of 2x rezhgtieach with a threshold of 1. Thus,
for each 2x reduction, the image is tiled irto< 2 pixel regions and the output pixel is ON if any
of the pixels in the correspondirgx 2 cell are ON. The second type of reduction operation begins
by tiling the image intaV x N pixel cells, whereV = 2". In each tile, one of the N rows of pixels
is chosen arbitrarily. If any pixel in that row is ON, the outpixel is ON; otherwise it is OFF.
This is an example of a method of filtering and subsampling¢clvive call atextured reduction
that preserves horizontal structure in the image, and remdly fast forV > 8. Variants of this
operation can be used to extract different types of textume fa binary image in the process of
subsampling. For example, thin horizontal lines can balbgli extracted in a reduced image by
sampling pixels along some column of the cell rather thama ro

2.2 The skew functions

Here, we define the skew functios$f) andS;(6) introduced above, and illustrate some of their
properties. The binary image has been scanned into a seti@bhtal raster lines and reduced,
typically by 2x, 4x or 8x. The next step is to construct the dunction. We can either shear the
image vertically and sum along horizontal lines, or scaniia&ge along sloped lines, summing
the number of ON pixels in eadtanline We will describe the process using the latter approach,
but both methods are equivalent. Let the image dimensions ke pixels. The sum for th¢'”
sloped line at anglé is denoted

s(i, 0) = > p(i,j) 1)
pizels in (2,0) scan
] Eew
where lines near the top and bottom of the image may not sevie full width, and(i, j) is
1 if the pixel is ON and O if it is OFF.. This line sum is raisedagower that is greater than 1
(typically, 2), and then accumulated for all scans, of whladre are approximatekhy.

SO)=Y .0 (2)
scanlines
ich
Every pixel in the image is sampled, and the result, withilm@astant independent of the angle
is equal to the variance of the number of pixels on scanlihasglef. The variance is maximized



when the scans are parallel to the textlines. The left hasel & Fig. 1 shows a typical profile of
Svs. 6.

The shape of the peak is typical of many text images, and caedaibed by a simple model.
Suppose the image is idealized as a single column of alignelines. Each textline is a rectangle
of width w; and heighth;, with the property that the probability that a pixel withimetrectangle
is ON is a constant, and all pixels outside the rectangle &€ @he normalized angles are
found by dividing the actual skew angle by the scale-inddpahparametet; /w,;, and the sum
function S is normalized to the value at zero skew, which is proportiéma,w?. It is assumed
thath, /w, < 1, and the analysis proceeds in two regiops: 1 and¢ > 1. In the first, the longest
scan through a line is of length,, whereas in the second, the longest scan is shortentharhe
normalized sum as a function g@fis easily shown to be

s | 1—¢/3 p <1
S9) = { 1/6—1/(38" 5> 1 ®
This function is shown on the right hand side of Fig. 1. Theakngoint between linear and talil
occurs at an anglé = 1, corresponding to a skew angle equahigw,;. The sum skew function
from real images is flattened at the top, due to the presenasaainders and descenders which
smear the response near zero angle.
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Figure 1: On the left, the measured sum skew prdfi{@) from a typical scanned
image, AO3K in the UW database. The angle is measured in- milli
degrees. A large amount of isotropic background “noise” i8dent
from the scale. On the right, a simple approximation to a ralired
sum skew functiof vs. normalized anglé, given in ( 3). The angle is
normalized to the ratio of the textline (height /width).

In addition to this intrinsic width, the sum skew functiorsisbject to bias away from the true
textline orientation. The most serious situation is whlestext is composed of multiple columns,
and where the textlines are not in parallel conjunction leetwcolumns. The result depends on
specific alignment. With relatively uncorrelated textBnehe sum skew function will be very
broad with a poorly defined peak. The largest bias is intredughen the textlines in adjacent
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columns are correlated with constant offset. For two sudbhneos, the bias (error in the peak
location) is given by the ratio of the offset to the width ofeocolumn. Halftone images contribute
to an isotropic background “noise” of the sum skew functimut, typically have little effect on the
location and shape of the peak.

The differential skew functiorb; () is typically defined as the sum of squares of differential
counts on adjacent lines:

Ss(0) = > (s(i,0) —s(i—1,0))" (4)

scanlines
ich
In contrast to the sum skew functici{f), the width of the differential function can be much
less than the textline asperity ratio. Fig. 2 shows typidé¢ential skew profiles for two images.
On the left, the image is a single column of perfectly aligteed. On the right, the scanned image
has multiple non-aligned text columns.

Differential skew function profile
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Figure 2 Measured differential skew profilés(#) from two images. The angle is
measured in milli-degrees. The profile on the left is from ascanned
image with a single column of text, LOOK, in the UW databalsat bn
the right is from a somewhat problematic scanned image, AO06

Most of the contribution t&s occurs at the baseline, topline and x-height lines of eadtirte.
For perfectly aligned text, the angular width of the difietial skew profile is expected to be
about two pixels divided by the width of the textline, and theation of the maximum can be
determined much more accurately. Signal degradation asdiviroduced by various correlations
between textlines in multiple columns is typically much #erathan for the sum skew function.
For example, if textlines are located in random positiordifierent columns, the effect is to reduce
the signal and broaden the width because textlines in edemaceffectively contribute separately,
but no bias is introduced in the peak position. The worst tadlgias is when textlines in adjacent
columns are correlated with a constant offset of a few pjXetse, a bias in the peak position of
several pixels divided by the column width can be introdudear larger offsets, the peak at zero
angle should be larger than the biased peak. This textligaraknt contribution to bias can be
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reduced by performing the image analysis on a portion of tiege expected to contain mostly
one column, such as the left-hand side.

The profile on the right in Fig. 2 is from an image scanned wigthuniform skew: the skew
is about twice as large at the top as at the bottom. This atsdansome of the broadening
of the peak, including part of the tail to the right of the pedoadening further out is due to
interactions between textlines in adjacent columns, foicwimultiple relative alignments are in
evidence. Dithered image regions contribute essentialthing to S;(#), and have no effect on
the shape or location of the peak.

2.3 Search strategies

We describe two strategies for finding the maximum of a skavetion: sweepand bifurcation
Thesweepmethod evaluates the skew function at a sequence of eqaalatd between end points
that are assumed to encompass the maximum, and a quadratimétle to the largest value and
its two neighbors in order to estimate the peak location. Gihecationmethod is best used when
the location of the peak is known approximately, e.g., withD.5 degree. The value of the skew
function is evalutated at the center and end points of th&innterval. (The value at the center
should be the largest.) Then an iterative process is begenaatvo more measurements are taken
angles half way between the central peak and its two neighldf these five values we choose
the largest and its two adjacent values, which now delingaentervals to be bifurcated, and
the process repeats. The termination condition is whenitferehce in peak angles between two
successive iterations is sufficiently small. Convergesaapid because the intervals are halved at
each iteration.

The most successful methods are hierarchical, using aesarsep in the first stage and a
fine bifurcation or sweep in the second. Because the skewitumeidths can be much less than
a degree, it is best to use a higher order of image reductiothécoarse sweep to broaden the
peaks. The peak can also be broadened in the coarse sweemdpyhessum skew function, but
the differential should always be used to guide the fine bétion step.

2.4 Degree of confidence

It is important to provide a measure of confidence with anywskeasurement. We are not inter-
ested in error bars giving the likely range of the exact valBach a range is typically known a
priori for these techniques, as will be shown in the nextisactOur concern is that there exist a
small fraction of “pathological” images, that by virtue biir intrinsic nature or imperfections in
the scan process itself, are able to bias the skew functamukit is these outliers that we wish to
flag. For a hierarchical search, we generate two profiles@fgknction vs. angle, and these can
be analyzed for irregularities.

Indications of trouble in the coarse sweep profile, when tfferdntial skew function is used,
are:



e Large noise-to-signal ratio. Define the noise as the avdrvagkground, calculated from the
profile but not including the peak and its two neighbors. Deflme signal as the difference
between the peak and the average background. This ratidddhesmall.

e Large fluctuations in background about the average. Nommdlie variance to the mean,
again omitting the peak and the two samples adjacent to e pe

e Large values of the skew function far from the peak. Caleugpbower of the skew function,
e.g. 3, weighted by the absolute value of the angle from tha&.pe

All these measures must be constructed with normalizatiotofs that remove dependencies on
image size and the number of ON pixels. They can then be cadhising weighting factors,
chosen empirically, to subtract from an initially “perféconfidence level.

For the fine bifurcation step, we can calculate profiles fahlskew functions with no extra
work, and the location of peaks can be compared. (The diffedepeak is found by the search;
the sum peak must be fit from data collected.) If there is afsogmt difference, this is a warning
of bias. The bias from multiple columns is typically largerthe sum function, but other sources
of bias, such as text from adjacent pages in a book scan oaffioe-distortions introduced by the
scanner, may also be present.

3 Experimental results of skew measurement

Performance of the skew functions was measured using 9T®adamages and 168 unscanned
synthetic (and perfectly aligned) images in thé/ English Document Image Databas@r each

of the scanned images, an estimate of the actual image skaoigled in the database, with an
expected error of from 50 to 100 milli-degrees.

We evaluate our skew measurements in two different way$iefitst, we measure thetrinsic
variance by comparing measurements made on the same imadgedrthrough known angles.
Such measurements will probably not detect a systematgcibithe measurements away from
the correct skew direction. In the second evaluation, wepamthe results directly against the
“ground-truth” estimates provided with the UW databasee fidsults are different in the two cases,
and it is important to assess the contributing factors.

3.1 Measurement on unscanned images

It is a simple matter to measure the skew of these images. Vowe skew functions are so
accurate that they typically give the exact result, 0, wigahot very useful. The reason is that it is
difficult to measure skew near 0 degrees, because one nesaissider lines with a finite slope (or
equivalently, images that have nonzero vertical shear$.ithportant to shear about the left edge
of the image, and not the center, because at the center a ummghear angle of/w (radians) is
required before any pixels are moved, whereas at the edgeitii|jum shear angle is/w. For an



image of width 2550 pixels, reduced by 2x, this minimum angkbout 50 milli-degrees. In order
to measure the performance of the skew functions more aetyithan this, for each image in the
database we generate 10 rotated images, at anglesttiptalegrees. On this set of 11 images we
measure the skew at reductions of 2x, 4x and 8x, and fit theunsragnts for each set to the best
straight line. (We could also compare with the expectedearige results are essentially the same).
Then for each image we have an rms error and 11 absolute .efioese are plotted separately in
Fig. 3, where the y-axis gives the cumulative histogramsa (@srcentage) of measured skew angles
on the 168 unscanned images. The plots give the the measM8dRd absolute skew errors.
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Figure 3 Cumulative percentage histogram of unscanned documesits gkew)
with measured rms and absolute skew errors, as a functiomgdilar
error. These are derived from 168 images in the UW image @datab
The curves are for measurements on images reduced by 2x048xan
40 histogram bins are used in all plots.

We call these thentrinsic errors, in that they measure statistical fluctuations betvekfferent
measurements on the same image, including errors in rgtdtaimage. It should be noted that
both the RMS and absolute error scale approximately witligaction factor. The magnitude of
the intrinsic RMS error at the 90th percentile is for thesatlsgtic images is

Bt (90%) 10 x reduction (milli — degrees) (5)

synth

The image width is 2550 pixels, so 10 milli-degrees of skeweasponds to about 1/2 pixel of
vertical shear over the full width of the image. This is at t&olving poweltimit of this method.

3.2 Measurement on scanned images

Assessment of skew measurement performance on scannedsinsagroblematic. The initial
problem is that the actual image skew is not known. The agbréaken with the UW database
was to measure the skew of each image manually. Unfortynaibservation of many of the
scanned images indicates that there is no single global. skee most common scan artifact is



that the skew at the top and bottom of the image differ, ofietwlo hundred milli-degrees or more.
There are also a few “outliers” where the measured angle fsdian correct. Significant measured
bias is occasionally induced by text fragments with nonfaoning skew imaged from adjacent
book pages.

As a result, we have measured intrinsic errors, as with tseanmed images, and also com-
pared results with the “ground truth” from the UW databaseanalogy with Fig. 3, Fig. 4 and
Fig. 5 give the the RMS and absolute intrinsic errors, agaimegated by rotating each image at
angles of—2.0, —1.6, ..., 2.0 degrees and fitting the measured skew to the best straightTihe
zero crossing of this line is the best estimate of skew of theatated image.
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Figure 4 Histogram and cumulative histogram of rms errors, inferfiemm a lin-
ear least squares fit to measurements on each of 979 scanagdsmn
the UW image database. The images were scanned at 300 dpih@nd
curves are for reductions of 2x, 4x and 8x. 40 histogram biesused
in all plots.

In Fig. 4, we show the histogram of intrinsic estimated RM®#x on the left, and the cumu-
lated histogram on the right, for the 979 images in the UW!lakea. We have cut off the histograms
at 200 milli-degrees, eliminating a very small number ofgas In each, the three curves are for
2x, 4x and 8x reduction. As with the unscanned images, the BV scales approximately with
the reduction factor. The magnitude of the RMS error at thta p@rcentile is about

E™ (90%) ~ 20 *reduction (milli — degrees) (6)

The image width is 2550 pixels, so 20 milli-degrees of skemwasponds to about 1 pixel of vertical
shear over the full width of the image. This is about twiceitttgnsic error of skew measurements
as on the set of un-scanned images.

In Fig. 5, we show the histogram (and cumulative histogramiptinsic estimatedabsolute
error in skew measurement. The magnitude of the absoluiearthe 90th percentile is similar to
that of the RMS error.

Fig. 6 gives the histogram and accumulated histogram oflatesdifferences between the
UW “ground truth” and our measured skew values, on a set ofs€¢a®ned images. The three
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Figure 5 Histogram and cumulative histogram of absolute errorseirégd from
a linear least squares fit to 11 measurements on each of 97%theda
images in the UW image database. The images were scanned at 30
dpi, and the curves are for reductions of 2x, 4x and 8x. 4(bgistm
bins were used in both plots.

curves in each plot are for skew measurements using redsabib2x, 4x and 8x. Although we
believe that the error in our measurement increases witbemaduction from 2x to 8x, this is not
apparent, particularly for the half of the scanned imageh differences under 0.1 degree. This is
contrary to expectation. If the errors in both our measurgs@nd the “ground-truth” are normally
distributed with variances? ando,, respectively, then the absolute value of the differencailsh
be distributed as the convolution of these two gaussianis.i$lanother gaussian, with a variance
5 :
oaifs diven by

ng’ff =0, + UZt (7)

If our measurements have errors givendythat increase with reduction, this should be re-
flected in an increase i s ¢, which isnot strongly evident in Fig. 6. One possible explanation
is that the widtho,, is considerably larger tham,, at least for 2x and 4x reductions. This is an
area that needs further exploration. Ultimately, we woikld & better estimate of accuracy. At 2x
reduction, and for the 90th percentile absolute errorgtigea large difference between the intrinsic
error of 40 milli-degrees and the value of about 250 millgaees in Fig. 6.

On a Sparcl0 for a full-page image and using vertical shbggrchical skew measurement
typically takes about 2.5 sec at 2x, 1.0 sec at 4x, and 0.3ts&x @eduction. Most of the time
is spent doing vertical shears. The alternative methodpsagalong sloped lines, can be done
significantly faster.
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Histogram of estimated absolute angle difference
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Figure 6 Histogram and cumulative percent histogram of the absohalae of
the difference between skew measurements and the UW "gitoutind
skew. In each plot, the full set of skew measurements weza &#k2x,
4x and 8x reduction. 20 bins were used for the histogram, @nbiBs
for the cumulative histogram.

4 Image-based method for orientation measurement

We next describe a method for determining the orientaticanafnage[8] that satisfies the criteria
stated at the outset. The method relies on the prepondecérascenders over descenders in
languages with roman characters. Tests reported here reoworEnglish, where the ratio of
ascenders to descenders is typically about 3:1.

4.1 Extracting the orientation signal

Morphological operations can be used to identify separdtelse pixels belonging to ascenders
and descenders, and for landscape and portrait modes. $&eoathe statistics involved, only a
small amount of text is necessary to make this determinafitve classifier should give a confi-
dence level for any result, and a threshold can be appliddwbehich the result is “unknown”.
For example, images without text should always return akfion” orientation.

The first step is to simplify the image structure and reduciér computation, while leaving
the ascenders and descenders salient. We reduce the imdgéusing a cascade of 2x threshold
reductions with threshold level 1), and then dilate the ienagh a horizontal structuring element
(SE) that is sufficiently large to merge characters within@advand words within a textline at
the x-height level. We choose a horizontal SE of width 7, Wwheaves ascenders and descenders
protruding as blocks above and below the merged x-height S@me ascenders and descenders
are joined in the process, but the results are neverthedéstastory. The joining can be prevented
by opening the result with a sufficiently large horizontal t8femove the dilated ascenders and
descenders, leaving only a solid region spanning the theighhpart, and the® R-ing this result
with the reduced image before dilation to restore the oalgascenders and descenders.
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Figure 7. Example showing steps involved with the extraction of piassociated
with ascenders and descenders. An image fragment is shotia top
frame.
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Fig. 7 shows the sequence of operations used for countingsitenders and descenders in a
fragment of a text image. The fragment shown has both asceadd descenders. The top frame
shows the image scanned at full 300 dpi resolution, and aspl at about 50 pixels/inch. The
second frame shows the fragment after reduction by 4x, ayepl at about 12 pixels/inch. Three
different types of pixels are shown: dark pixels are ON inrgeuced image, gray (frame) pixels
are turned on by a horizontal dilation of width 7, and lightgdé are those that remain OFF after
dilation.

To identify ascenders and descenders, hit-miss transfarengpplied using four different SEs.
These elements are shown in Fig. 8. The two SEs on the lefoadtinting pixels on right and
left sides of ascenders; the two SEs on the right are for deises. The solid dot represents a hit,
the circle is a miss, and other pixels are “don’t care”. Thesphark within one of the misses is
the center of the structuring element, the location in titpwaiof the hit-miss transform relative to
the successful match.

o [ 00000 0000
® &0 o @ [ [
o [ ® &0 oel @
L a0 J0 J0 JC ) 00000 [ [

Figure 8 Structuring elements used for measuring orientation. Bx&wact pixels
from the right and left of ascenders, and the right and leftedgcenders,
respectively.

The third and fourth frames in Fig. 7 show the results of theiss operations, and are also
displayed at a resolution of 12 pixels/inch. The third frashews the five pixels that are extracted
by either of the hit-miss SEs for ascenders, and the fousthdérshows the four extracted descender
pixels.

These pixels are counted, and the statistical significahtteedifference between up and down
pixels is evaluated using the law of large numbers: the d@redea@riance in each of these numbers
is proportional to their square root. The probability tHa two populations can be distinguished
(i.e., that the distributions do not overlap) can be estaadtom the square root of the sum of the

individual variances. Form
Op = \/Nup+Ndown/2 (8)

Then we define aormalized orientation signals the difference between the number of ascender
and descender pixels, expressed as a multipte:of

SVorient = | Nup - Ndown ‘ /Uo - 2 | Nup - Ndown | / Nup + Ndown (9)

To determine the orientation signal from landscape orteartastart with the reduced image.
Either use vertical dilation and hit-miss transform by S&tated by 90 degrees on the reduced
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image, or rotate the image by 90 degrees and repeat the iopsrdescribed here.

4.2 Angular dependence of the orientation signal

-
L
~aaes the rinc recovizy e influencs sn tinc irselved from i
s e ot achisne ho eifact vae ehsaruad for tha
tecmy of the Gibbs neray
i C. K. Senashanas und Stomzr 5. ian. Jr
‘ parameisn.
e irequancy re!pn onginal o, |
| I o \smowea
The !
sk o [
be
.zduwnorbmn T e
e i e of he B strucuure. | ruac, [yt
| relsue ey conent” o metes o cancnim o v
‘ e oo o Guring ascning of 1oe
problm
(3. seen in desis Los sere
) metvato ware Lesshad withouk
i Procedures in cu £ alte hos tha sinc
! and Mead 122
" The sumples i
| v additian. 1
1551 Sompar et el epurie, A ugn Eq il 3 may | parameier:, T }
| 01 b the best inde fo ; diminaied. TH
i measure of accuracy. satamneters of 4 0 m 28 Kmole ..(2h
' P —— - L
S st Scion I e s v tchaoss weae o obtan e
; BRATELrs o s T, once i i apetid, T busic gk ot g :' oot oo e oo Tt o
T wou
: s o i s vl o bu dlesslred Ton these amplas hovaver, The synthasiced sasples ;
| “The lieratie method developed by Sanathanan o oo Koens (121 e by ——r e i e choume Likly that sl tha t. o, 3
' Prame ) andfrhs gz vecem uad to b very ffective Mich Pite Teched to tom & eingle epirel shuss. i
| . dealing with the noalinearity of J wi rame: ot AP B
! Sruchurs can be handi by he Ao vl 5
; late gain) of the origial model < o at
ki Furthormore. he motvedt has she atncs e b i tequ i
) for the paramerers i o (equired. geroe i wsually st Tr oo
|i' The iy ddantagss of e o hentianed m Section 1. are 5 E:T b
i folloms: Wi
! . With ch
&, Thore i 2 guarantt hat e I converge. In fuct, when the order
oI T be Foied cesaes 1t sommes ol o the parameiers
i gesamonally have o endency 0 ozl T source of the pretm ks 0
b v the s Duringth Li terion, he neghurg
n for the e ated using ihe denorhinator cocfeiens
de\mnmcﬂ nthe .,.m-.; Werawon (Eq, I1.5). With & finite number o J
2 T

Figure 9@ Two images, AO3F and AOOF, from the UW image database.

The normalized orientation signél, ;... typically is greater than 4 betweer20 degrees of the
correct orientation. Fig. 9 shows two images, AO3F and A@6mfthe UW database. In Fig. 10,
we show the normalized orientation signal from versionsheke images that have been rotated
betweent20 degrees.

Both profiles demonstrate reliable determination of imagendation within the range of angles
shown. The profile on the left is typical, showing a singledar@eak. The double peak on the
right is not typical, deriving from a broathinimumin the number of ascender counts in thé)
degree range. Typically, the ascender counts go througbealbraximunthere. Both images have
essentially flat descender counts within this) degree range of angles.
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Figure 10 The normalized orientation signd,,;.,; for two images, AO3F and
AOOF, given in units of,, as a function of rotation angle.
4.3 Orientation results on UW image database

We set the threshold on the normalized orientation sign&.@t Then on the full UW image
database, the following results are obtained:

Orientation Number found Number wrong
portrait upright 936 1
portrait upside-down 0 0
landscape up-to-left 2 0
landscape up-to-right 0 0
below threshold 41 -

Six images in the database are in landscape mode. Of thesheigrogram identified two
as landscape, three as uncertain, and one incorrectly agipoDrientation measurement on this
image, A002, was the only error made on the entire set of 9&@&s. The image is shown in
Fig. 11, and the reason for the failure is evident: the laadsdable is fairly weak in ascenders
and descendersS,;.., = 2.7), while there is a considerable amount of portrait text frima
adjacent page9,,i..; = 4.6). Such errors, while expected to be very rare, could be ptede
by choosing an interior rectangular region, well away fréva édges, to perform the analysis. In
about 4 percent of the images, the largest signal for the doentations was below the chosen
limit of 3.0, and most of these were also correctly determhin@n a Sparcl0, it takes about 0.25
seconds to check for all four orientations on a standard 253800 pixel image. This time is
independent of image content.

S5 Summary

We have presented efficient, accurate and robust methogsgatf simplicity, for measuring docu-
ment image skew and orientation. These methods use as mémy pikels of the scanned image
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as are required for accuracy. The results are accompaniedrifiglence measures; in the case of
orientation measurement, the resalthe confidence. On a Sparc10, the orientation measurement
takes about 0.25 seconds, and for most applications, suffiaccuracy in skew measurement can
be achieved in less than 1 second.

The methods were used on a large database of images to aggadestatistics for evaluation.
Problems were noted in evaluating the performance of skessarement on scanned documents.
It is advantageous to simulate real-world scanned imagegshbse come with a significant uncer-
tainty in the skew angle and various scanner distortions.didgnguish betweemtrinsic mea-
surement errors, that derive from statistical fluctuatimd uncertainties in measuring angles, and
actual errors that include skew function bias from the “trsieew. For many images, however,
there is no global “true” skew, particularly at the level ofcertainty represented by the intrinsic
error.

To keep things in perspective, we note that most problemsareasurement of very small
skew errors, often under 100 milli-degrees, and documeswslof this size are not visually ap-
parent.
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